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#### Abstract

The dynamics of ions under the forces exerted by a planar standing electromagnetic wave near the cyclotron resonance is studied. It is shown that ions whose cyclotron frequency is larger than the wave frequency are pushed by the ponderomotive force toward and oscillate around the wave magnetic node, while ions whose cyclotron frequency is smaller than the wave frequency are pushed to and oscillate around the wave electric node. When the difference between the cyclotron frequency and the wave frequency is large, the ion motion is governed by a time independent ponderomotive potential. When that difference is small, the ion oscillates around the wave magnetic node with varying-intime amplitude and frequency, described approximately by solutions of the Mathieu equation. Difficulties in using such a configuration for mass separation are discussed. © 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0 International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0179340


## I. INTRODUCTION

Mass separation, separation of particles of different mass, is a crucial process in a variety of societal applications. ${ }^{1-32}$ In a significant number of techniques, electromagnetic forces are exerted on charged particles or plasmas. These techniques rely on the difference in particle dynamics under electromagnetic forces that result from mass difference. Recently, a tutorial reviewed comprehensively the various mechanisms for plasma mass separation. ${ }^{1}$ In early studies, the massdependence of the gyro-orbit in a magnetic field was used in mass spectrometry ${ }^{2}$ and in the development of the Calutron in the Manhattan project. ${ }^{3}$ Later, the mass-dependent centrifugal force in rotating plasmas was used in plasma centrifuges. ${ }^{4-7}$ Some techniques, mass filters, de-confine particles of a specified mass range. This was first done with a tapered profile of the electric potential that is aimed to only confine light ions radially. ${ }^{8-11}$ Maintaining a potential well is also been attempted. ${ }^{12,13}$ More recently, a magnetic centrifugal mass filter was built that includes an asymmetrical centrifugal trap that deconfines light and heavy ions at opposite axial ends. ${ }^{19-17}$ Radial mass separation that relies on collisions has also been proposed. ${ }^{18}$ Yet other techniques stimulate the motion of specific species that are desired to be separated, for example by ionization of specific species by lasers. ${ }^{19}$ In all these techniques, the difference in mass results in a difference in particles trajectories, which is used for extracting or filtering out particles of certain range of masses.

Methods that involve electromagnetic waves have also been considered for mass separation. One method is the use of ion cyclotron resonance (ICR), ${ }^{20-28}$ where members of the resonant ion-species moving along a uniform magnetic field absorb wave energy and acquire a large perpendicular velocity, which allows separating them from members of the non-resonant ion-species. A second method relies on the ponderomotive force exerted by a standing wave (or a decaying wave) on ions. That ponderomotive force pushes ions along a steady magnetic field in a direction that depends on whether the cyclotron frequency of the ion is larger or smaller than the wave frequency. This method has been explored by Weibel and colleagues ${ }^{29-31}$ and also by Ohkawa. ${ }^{32}$ The interesting property of the ponderomotive force exerted by a standing wave has been noticed earlier by Motz and Watson. ${ }^{33}$

Our study here of the ponderomotive force exerted by standing waves is motivated by the potential implementation for mass separation. However, there are various difficulties on the way for such an implementation, as we mention later. We, therefore, only examine the basic physical processes involved which we find very interesting. We solve for the ion motion in specified electromagnetic fields and a uniform steady magnetic field. The electromagnetic wave is assumed planar, and all quantities depend on $z$ only, the coordinate along the uniform magnetic field and normal to the wave plane. We show that in a standing wave, ions that their cyclotron frequency is larger than
the wave frequency tend to move toward and oscillate around the wave magnetic node, while ions of a cyclotron frequency smaller than the wave frequency tend to move toward and oscillate around the wave electric node.

In Sec. II, we solve the ion motion analytically, with the assumption of a small ion axial displacement, both for a traveling wave and a standing wave. Despite the simplifying assumption of a small axial displacement, the analytical result provides, we believe, an insight into the special dynamics due to the ponderomotive force by the standing wave in contrast to traveling wave. The analysis shows that the axial pushing by the ponderomotive force in opposite directions only occurs by a standing wave.

In Sec. III, we extend the analysis to a finite ion axial displacement in a standing wave. The pushing in opposite directions by the ponderomotive force is demonstrated by solving numerically the equations of motion of two lithium isotopes ions, ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$. In Sec. III, we also discuss the possible use of the ponderomotive force for mass separation and the various difficulties in doing that. We compare the pushing by the ponderomotive force to the ICR method. ${ }^{24-28}$

In Secs. IV and V, we examine the dependence of the ion dynamics under the ponderomotive force on the proximity of the wave frequency to the cyclotron frequency. In Sec. IV, we calculate the ion axial velocity upon reaching the wave magnetic node as a function of that proximity. The calculation is made for ${ }^{6} \mathrm{Li}^{+}$whose cyclotron frequency is slightly larger than the wave frequency. It is found that as the wave frequency is made closer to the cyclotron frequency, the ion axial velocity at the wave magnetic node first increases. At a certain difference between the frequencies, the ion velocity reaches a maximum. As the wave frequency becomes closer to the cyclotron frequency, the ion axial velocity at the node decreases and finally vanishes at the cyclotron resonance. We analyze this nonmonotonic dependence and derive analytical approximations to this behavior in these two ranges of wave frequencies. The first frequency range is when the wave frequency is less close to the cyclotron frequency. The ion motion can be described by a time-independent potential, the ponderomotive potential. ${ }^{29}$ In the second frequency range, when the wave frequency is closer to the ion cyclotron frequency, the ion motion cannot be described by such a ponderomotive potential.

Section $V$ is devoted to the study of the ion dynamics in that second frequency range, very close to the cyclotron resonance, where the description by the ponderomotive potential is not valid. It is shown that the ion performs an oscillatory motion around the wave magnetic node with varying-in-time amplitude and frequency. These oscillations are found to be approximately described by solutions of the Mathieu equation.

## II. STANDING VERSUS TRAVELING WAVES NEAR THE CYCLOTRON FREQUENCY

Our aim in this paper is to study the dynamics of ions under the forces by a planar standing wave and a steady uniform magnetic field near the cyclotron resonance. In this section, we compare the ion dynamics under standing waves to the dynamics under traveling waves.

The non-relativistic equations of motion of a particle of mass $m$ and charge $q$ under the forces by the electromagnetic fields $\vec{E}_{w}$ and $\vec{B}_{w}$ and a steady uniform magnetic field,

$$
\begin{equation*}
\vec{B}_{0}=B_{0} \hat{z}, \quad B_{0}>0, \tag{1}
\end{equation*}
$$

are

$$
\begin{gather*}
m \frac{d \vec{v}}{d t}=q\left[\vec{E}_{w}+\vec{v} \times\left(\vec{B}_{w}+B_{0} \hat{z}\right)\right], \quad \frac{d z}{d t}=v_{z},  \tag{2}\\
\vec{v}(t=0)=\vec{v}_{0}, \quad z(t=0)=z_{0} .
\end{gather*}
$$

Here, $\vec{v}$ is the particle velocity, $z$ is its location, and $t$ is the time. Let us assume a planar standing wave of the form

$$
\begin{align*}
\vec{E}_{w} & =\vec{E}_{s w}(z, t)=E_{s w}(z)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)], \\
\vec{B}_{w} & =\vec{B}_{s w}(z, t)=B_{s w}(z)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)], \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
B_{s w}(z)=-\frac{1}{\omega} \frac{\partial E_{s w}(z)}{\partial z} \tag{4}
\end{equation*}
$$

The frequency is positive, $\omega>0$, so that the wave is left-hand polarized when one looks along the steady uniform magnetic field, at the positive $z$ direction.

In order to demonstrate the importance of the wave being standing wave, we compare the particle dynamics in a standing and in a traveling wave. A planar traveling wave, left-hand polarized with respect to the direction of the steady magnetic field, can be written as

$$
\begin{align*}
\vec{E}_{w} & =\vec{E}_{t w}(z, t)  \tag{5}\\
\vec{B}_{w} & =\vec{B}_{1}[\hat{x} \cos (\omega t-k z)-\hat{y} \sin (\omega t-k z)] \\
& =B_{1}[\hat{x} \sin (\omega t-k z)+\hat{y} \cos (\omega t-k z)]
\end{align*}
$$

where

$$
\begin{equation*}
B_{1}=\left(\frac{k}{\omega}\right) E_{1} \tag{6}
\end{equation*}
$$

Note that the electric and the magnetic fields of a standing wave are parallel (or anti parallel) to each other, while in a traveling wave, the electric and the magnetic fields are perpendicular to each other.

Let us examine the time dependence of the waves at a certain location, $z=z_{0}$. We can write Eq. (3) for a standing wave and Eq. (5) for a traveling wave at that specific location in a unified form. The standing wave fields are

$$
\begin{gather*}
\vec{E}_{s w}\left(z_{0}, t\right)=E_{s w}\left(z_{0}\right)[\hat{x} \cos (\omega t-\pi / 2)-\hat{y} \sin (\omega t-\pi / 2)],  \tag{7}\\
\vec{B}_{s w}\left(z_{0}, t\right)=B_{s w}\left(z_{0}\right)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)],
\end{gather*}
$$

where

$$
\begin{equation*}
B_{s w}\left(z_{0}\right)=-\frac{1}{\omega} \frac{\partial E_{s w}}{\partial z}\left(z_{0}\right) \tag{8}
\end{equation*}
$$

We describe the traveling wave at $z=z_{0}$ as a function of time, where time is redefined as

$$
\begin{equation*}
t\left(z_{0}\right) \equiv t-k z_{0} / \omega \tag{9}
\end{equation*}
$$

The traveling wave is then

$$
\begin{align*}
& \vec{E}_{t w}\left(z_{0}, t\left(z_{0}\right)\right)=E_{1}\left[\hat{x} \cos \left(\omega t\left(z_{0}\right)\right)-\hat{y} \sin \left(\omega t\left(z_{0}\right)\right)\right], \\
& \vec{B}_{t w}\left(z_{0}, t\left(z_{0}\right)\right)=B_{1}\left[\hat{x} \sin \left(\omega t\left(z_{0}\right)\right)+\hat{y} \cos \left(\omega t\left(z_{0}\right)\right)\right] . \tag{10}
\end{align*}
$$

A unified form for describing both standing waves [Eq. (7)] and traveling waves [Eq. (10)] at $z=z_{0}$ is

$$
\begin{gather*}
\vec{E}_{w}\left(z_{0}, t\right)=E_{w}\left(z_{0}\right)[\hat{x} \cos (\omega t-\varphi)-\hat{y} \sin (\omega t-\varphi)], \\
\vec{B}_{w}\left(z_{0}, t\right)=B_{w}\left(z_{0}\right)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)], \tag{11}
\end{gather*}
$$

where

$$
\begin{equation*}
\varphi=\frac{\pi}{2} \text { for a standing wave, } \quad \varphi=0 \text { for a traveling wave. } \tag{12}
\end{equation*}
$$

We use the same notation $t$ for time for both wave types. $E_{w}\left(z_{0}\right)$ and $B_{w}\left(z_{0}\right)$ are related through Eq. (6) for traveling waves and through Eq. (8) for standing waves. For traveling waves, $E_{w}\left(z_{0}\right)$ and $B_{w}\left(z_{0}\right)$ are the same for every $z_{0}$, while for standing waves they are different for different $z_{0}$. The important difference between traveling and standing waves is that in traveling waves the electric and the magnetic fields are perpendicular to each other, while in standing waves the electric field is parallel (or anti-parallel) to the magnetic field.

Equation (11) can be re-written as

$$
\begin{equation*}
\vec{E}=E_{w}\left[\hat{e}_{\perp} \cos (\varphi)+\hat{e}_{\|} \sin (\varphi)\right], \quad \vec{B}=B_{w} \hat{e}_{\|}+B_{0} \hat{z}, \tag{13}
\end{equation*}
$$

where we employ the following system of orthogonal rotating unit vectors $\hat{e}_{\perp}(t), \hat{e}_{\|}(t)$, and $\hat{z}$,

$$
\begin{gather*}
\hat{e}_{\perp}(t) \equiv \hat{x} \cos (\omega t)-\hat{y} \sin (\omega t) \\
\hat{e}_{\|}(t) \equiv \hat{x} \sin (\omega t)+\hat{y} \cos (\omega t), \quad \hat{z} \tag{14}
\end{gather*}
$$

This system of unit vectors is the same for a specific time at all $z^{\prime} s$ for a standing wave. It is different for at a specific time at different $z^{\prime} s$ for a traveling wave, because of Eq. (9). However, we restrict the comparison of the dynamics under the two types of waves to a small $\Delta z$, the axial displacement of the particle,

$$
\begin{equation*}
\frac{1}{\overline{E_{s w}}} \frac{\partial E_{s w}}{\partial z} \Delta z \ll 1 \tag{15}
\end{equation*}
$$

so that along the trajectories the wave fields are time-dependent, but are (approximately) $z$-independent. We, therefore, solve the equations of motion in the electromagnetic fields described by Eq. (13), where $E_{w}, B_{w}$, and $B_{0}$ are taken as $z$-independent. The rotating unit vector $\hat{e}_{\|}$ points in the direction of the wave magnetic field for both standing and traveling waves, while $\hat{e}_{\perp}$ is perpendicular to the magnetic field. In a traveling wave, the wave electric field is parallel to $\hat{e}_{\perp}$, while in a standing wave the wave electric field is parallel to the magnetic field, and parallel to $\hat{e}_{\| \mid}$as well.

Writing the particle velocity as $\vec{v}=v_{\perp} \hat{e}_{\perp}+v_{\|} \hat{e}_{\|}+v_{z} \hat{z}$, and noticing that

$$
\begin{equation*}
\frac{d \hat{e}_{\perp}(t)}{d t}=-\hat{e}_{\|}(t), \quad \frac{d \hat{e}_{\|}(t)}{d t}=\hat{e}_{\perp}(t), \tag{16}
\end{equation*}
$$

we write the equations of motion, under the assumption (15), as

$$
\begin{gather*}
\frac{d v_{\perp}}{d t}-\left(\omega_{0}-\omega\right) v_{\|}+\omega_{1} v_{z}=a \cos (\varphi), \\
\frac{d v_{\|}}{d t}+\left(\omega_{0}-\omega\right) v_{\perp}=a \sin (\varphi), \quad \frac{d v_{z}}{d t}-\omega_{1} v_{\perp}=0,  \tag{17}\\
\vec{v}(t=0)=\left(v_{\perp 0}, v_{\| 0}, v_{z 0}\right), \quad z \cong z(t=0)=z_{0},
\end{gather*}
$$

where

$$
\begin{equation*}
a \equiv \frac{q E_{w}}{m}, \quad \omega_{0} \equiv \frac{e B_{0}}{m}, \quad \omega_{1} \equiv \frac{q B_{w}}{m} . \tag{18}
\end{equation*}
$$

Here, $a$ and $\omega_{1}$ are also approximated as constants, following Eq. (15). The analytical solution of the equations of motion (17) is then

$$
\begin{align*}
v_{\perp}= & v_{\perp 0} \cos (\Omega t)+\left[v_{\| 0} \frac{\left(\omega_{0}-\omega\right)}{\Omega}-v_{z 0} \frac{\omega_{1}}{\Omega}\right] \sin (\Omega t) \\
& +\cos \varphi \frac{a}{\Omega} \sin (\Omega t)+\sin \varphi \frac{a}{\Omega} \frac{\left(\omega_{0}-\omega\right)}{\Omega}[1-\cos (\Omega t)],  \tag{19}\\
v_{\|}= & -v_{\perp 0} \frac{\left(\omega_{0}-\omega\right)}{\Omega} \sin (\Omega t)+v_{\| 0}\left[\frac{\left(\omega_{0}-\omega\right)^{2}}{\Omega^{2}} \cos (\Omega t)+\frac{\omega_{1}^{2}}{\Omega^{2}}\right] \\
+ & v_{z 0} \frac{\omega_{1}\left(\omega_{0}-\omega\right)}{\Omega^{2}}[1-\cos (\Omega t)] \\
- & \cos \varphi \frac{a}{\Omega} \frac{\left(\omega_{0}-\omega\right)}{\Omega}[1-\cos (\Omega t)] \\
+ & \sin \varphi \frac{a}{\Omega}\left[\frac{\omega_{1}^{2}}{\Omega^{2}} \Omega t+\frac{\left(\omega_{0}-\omega\right)^{2}}{\Omega^{2}} \sin (\Omega t)\right],  \tag{20}\\
v_{z}= & v_{\perp 0} \frac{\omega_{1}}{\Omega} \sin (\Omega t)+v_{\| 0} \frac{\omega_{1}\left(\omega_{0}-\omega\right)}{\Omega^{2}}[1-\cos (\Omega t)] \\
& +v_{z 0}\left[\frac{\left(\omega_{0}-\omega\right)^{2}}{\Omega^{2}}+\frac{\omega_{1}^{2}}{\Omega^{2}} \cos (\Omega t)\right] \\
& +\cos \varphi \frac{a}{\Omega} \frac{\omega_{1}}{\Omega}[1-\cos (\Omega t)] \\
& +\sin \varphi \frac{a}{\Omega} \frac{\omega_{1}\left(\omega_{0}-\omega\right)}{\Omega^{2}}[\Omega t-\sin (\Omega t)] . \tag{21}
\end{align*}
$$

Here,

$$
\begin{equation*}
\Omega^{2} \equiv\left(\omega_{0}-\omega\right)^{2}+\omega_{1}^{2} . \tag{22}
\end{equation*}
$$

The singularity at the cyclotron frequency is resolved here by the wave magnetic field $B_{w}$ having a finite value.

It is seen in Eq. (21) that in a standing wave $(\sin \varphi=1)$, the particle axial velocity grows linearly in time (when $\Omega t>\pi / 2$ ) as expressed by the secular term. Moreover, the direction of that increasing velocity depends on the sign of $\omega_{0}-\omega$. A particle is pushed in one $z$ direction if

$$
\begin{equation*}
\omega_{0}>\omega, \tag{23}
\end{equation*}
$$

and it is pushed in the opposite $z$ direction if $\omega_{0}<\omega$. Thus, the force exerted by a standing wave can push two ions that differ in $\omega_{0}$ (due to their different mass) in opposite axial directions, what leads to mass separation. This property is unique to standing waves. In contrast, in a traveling wave ( $\cos \varphi=1$ ), there is no secular term in the expression for $v_{z}$, and all ions are pushed in the same axial direction irrespective of their mass.

It should be noted that the axial pushing is second order in the wave fields. It is proportional to the product of the wave electric field (a) by the wave magnetic field $\left(\omega_{1}\right)$. In contrast, ICR, the ion cyclotron resonance heating, ${ }^{20}$ is first-order in the wave fields. Within our expression, ion cyclotron resonance heating is described by the first term in the expression for $v_{\|}$, the velocity component parallel to the wave electric field. Exactly at resonance, $v_{\|}=a t=\left(q E_{w} / m\right) t$, and this linear-in-time increase in $v_{\|}$is proportional to the wave electric field $a$ only; the increase occurs even if the wave magnetic field is zero, $\omega_{1}=0$. Ion cyclotron resonance is being explored for mass separation in Kurchatov. ${ }^{24-28}$ For mass separation, a uniform steady magnetic field is used, which is different from the narrow resonant layer along a nonuniform steady magnetic field which is used for ICRH in magnetic fusion configurations. ${ }^{3-36}$ The two methods for mass separation, ICR and the axial pushing presented here, will be compared later in this paper.

We demonstrated the possibility of standing waves of a frequency near the cyclotron frequency causing mass separation through opposite axial pushing. The analysis did not consider the spatial variation of the wave. In Sec. III, we examine numerically the dynamics in standing waves with the spatial dependence of the wave.

## III. STANDING WAVES NEAR THE ION CYCLOTRON FREQUENCY

In the rest of this paper, we only address the dynamics understanding waves. We choose to substitute into Eq. (3) the quantities,

$$
\begin{gather*}
E_{s w}(z)=\sqrt{2} E_{1} \sin (k z+\pi / 4), \\
B_{s w}(z)=\sqrt{2} B_{1} \cos (k z+\pi / 4), \quad B_{1}=\frac{k}{\omega} E_{1} . \tag{24}
\end{gather*}
$$

This form of the coefficients is chosen for convenience, since we intend to integrate the equations from $z=0$, preferring that at that initial position the electric and magnetic fields are both not too small (at $z=0$ both fields are $1 / \sqrt{2}$ of their maximal values). An analysis for ions who start their motion from rest at $z \neq 0$ is not done here, although it is expected to be qualitatively similar. The standing wave is, therefore, of the form

$$
\begin{gather*}
\vec{E}_{w}=\vec{E}_{s w}(z, t)=\sqrt{2} E_{1} \sin (k z+\pi / 4)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)], \\
\vec{B}_{w}=\vec{B}_{s w}(z, t)=\sqrt{2} B_{1} \cos (k z+\pi / 4)[\hat{x} \sin (\omega t)+\hat{y} \cos (\omega t)],  \tag{25}\\
B_{1}=\frac{k}{\omega} E_{1} .
\end{gather*}
$$

The electric field and the magnetic field are parallel to each other. Such a standing wave is generated in the standard way by launching two counter-propagating traveling waves: one propagates in the positive $z$ direction,

$$
\begin{align*}
& \vec{E}_{+}(z, t)=\frac{E_{1}}{\sqrt{2}}\left[\hat{x} \cos \left(\omega t-k z-\frac{\pi}{4}\right)-\hat{y} \sin \left(\omega t-k z-\frac{\pi}{4}\right)\right], \\
& \vec{B}_{+}(z, t)=\frac{B_{1}}{\sqrt{2}}\left[\hat{x} \sin \left(\omega t-k z-\frac{\pi}{4}\right)+\hat{y} \cos \left(\omega t-k z-\frac{\pi}{4}\right)\right], \tag{26}
\end{align*}
$$

and the second propagates in the negative $z$ direction,

$$
\begin{gather*}
\vec{E}_{-}(z, t)=\frac{E_{1}}{\sqrt{2}}\left[-\hat{x} \cos \left(\omega t+k z+\frac{\pi}{4}\right)+\hat{y} \sin \left(\omega t+k z+\frac{\pi}{4}\right)\right], \\
\vec{B}_{-}(z, t)=\frac{B_{1}}{\sqrt{2}}\left[\hat{x} \sin \left(\omega t+k z+\frac{\pi}{4}\right)+\hat{y} \cos \left(\omega t+k z+\frac{\pi}{4}\right)\right] . \tag{27}
\end{gather*}
$$

Both counter-propagating traveling waves are left-hand polarized when looking in the positive $z$ direction (the wave that propagates in the negative $z$ direction is right-hand polarized with respect to its direction of propagation).

Using the unit vectors [Eq. (14)] and Eq. (13), we write the equations of motion, Eq. (2), as

$$
\begin{align*}
& m \frac{d \vec{v}}{d t}= q\left[\sqrt{2} E_{1} \sin (k z+\pi / 4) \hat{e}_{\|}\right. \\
&\left.+\vec{v}\left(\sqrt{2} B_{1} \cos (k z+\pi / 4) \hat{e}_{\|}+B_{0} \hat{z}\right)\right]  \tag{28}\\
& \frac{d z}{d t}=v_{z}, \quad \vec{v}(t=0)=\vec{v}_{0}, \quad z(t=0)=z_{0} .
\end{align*}
$$

Note that we consider standing waves for which $\sin \varphi=1$. The equations for the components of the particle velocity, Eqs. (17), become

$$
\begin{gather*}
\frac{d v_{\perp}}{d t}-\left(\omega_{0}-\omega\right) v_{\|}+\sqrt{2} \omega_{10} \cos (k z+\pi / 4) v_{z}=0 \\
\frac{d v_{\|}}{d t}+\left(\omega_{0}-\omega\right) v_{\perp}=\sqrt{2} a_{0} \sin (k z+\pi / 4)  \tag{29}\\
\frac{d v_{z}}{d t}-\sqrt{2} \omega_{10} \cos (k z+\pi / 4) v_{\perp}=0 \\
\frac{d z}{d t}=v_{z}, \quad \vec{v}(t=0)=\left(v_{\perp 0}, v_{\| 0}, v_{z 0}\right), \quad z(t=0)=z_{0}
\end{gather*}
$$

where

$$
\begin{equation*}
a_{0} \equiv \frac{q E_{1}}{m}, \quad \omega_{0} \equiv \frac{e B_{0}}{m}, \quad \omega_{10} \equiv \frac{q B_{1}}{m}, \quad B_{1}=\frac{k}{\omega} E_{1} . \tag{30}
\end{equation*}
$$

The approximation described in Sec. II, valid when Eq. (15) holds, holds in the particular form described by Eq. (24) when

$$
\begin{equation*}
k \Delta z \ll \frac{\pi}{2} \tag{31}
\end{equation*}
$$

holds. The analytical solution near $z=0$, Eqs. (19)-(21), reduce, when $\vec{v}_{0}=0$, to

$$
\begin{gather*}
v_{\perp}=\frac{a_{0}}{\Omega} \frac{\left(\omega_{0}-\omega\right)}{\Omega}[1-\cos (\Omega t)], \\
v_{\|}=\frac{a_{0}}{\Omega}\left[\frac{\omega_{10}^{2}}{\Omega^{2}} \Omega t+\frac{\left(\omega_{0}-\omega\right)^{2}}{\Omega^{2}} \sin (\Omega t)\right],  \tag{32}\\
v_{z}=\frac{a_{0}}{\Omega} \frac{\omega_{10}\left(\omega_{0}-\omega\right)}{\Omega^{2}}[\Omega t-\sin (\Omega t)] .
\end{gather*}
$$

As is written in Sec. II, it is seen that there is an axial acceleration due to the secular term in the expression for $v_{z}$. The direction of the resulting axial velocity $v_{z}$ is positive for $\omega_{0}-\omega>0$ and is negative for $\omega_{0}-\omega<0$. The axial acceleration vanishes at the cyclotron frequency. These directions correspond to

$$
\begin{equation*}
a_{0}>0, \quad \omega_{10}>0 \tag{33}
\end{equation*}
$$

or to $E_{1}>0, B_{1}>0$. If one of these quantities becomes negative, the direction of acceleration reverses. The axial displacement within the assumption (31) is

$$
\begin{equation*}
z=\int_{0}^{t} v_{z} d t^{\prime}=\frac{a}{\Omega} \frac{\omega_{10}\left(\omega_{0}-\omega\right)}{\Omega^{3}}\left[\frac{\Omega^{2} t^{2}}{2}+\cos (\Omega t)-1\right] . \tag{34}
\end{equation*}
$$

Figure 1 shows the electric and magnetic fields of a standing wave as in Eq. (24), where the electric field is $E_{1}=50 \mathrm{~V} / \mathrm{m}$ (the maximal electric field is $\sqrt{2} \times 50 \mathrm{~V} / \mathrm{m}$ ) and the wavelength is $\lambda=4 \mathrm{~m}$ $(k=2 \pi / \lambda)$. The arrows in green show the direction of the force on ions, the cyclotron frequency of which is larger than the wave frequency, while the arrows in yellow show the direction of force on ions, the cyclotron frequency of which is smaller than the wave frequency. The direction of the force will be discussed shortly.

Figure 2 shows the axial velocity $v_{z}$ along the particle trajectory for the ${ }^{6} \mathrm{Li}^{+}$and of ${ }^{7} \mathrm{Li}^{+}$ions, both released at rest at $z=0$, under the forces by these wave fields and by a steady magnetic field of $B_{0}=2 \mathrm{k}$ G. The velocity is obtained as a solution of Eq. (29) with $\vec{v}(t=0)$ $=0, z(t=0)=0$. The wave frequency is $\omega=\omega_{f}$, the average of their


FIG. 1. The electric field and the magnetic field of the standing wave as in Eq. (24): $E_{1}=50 \mathrm{~V} / \mathrm{m}, k=\pi /(2 \mathrm{~m})$. The arrows show the direction of the force on ions, the cyclotron frequency of which is larger (green) or smaller (yellow) than the wave frequency. These wave fields were used for all the figures (together with $B_{0}=2 \mathrm{kG}$ ).
corresponding cyclotron frequencies, $\omega_{0,6}=3.193 \times 10^{6} \mathrm{~s}^{-1}$ and $\omega_{0,7}=2.737 \times 10^{6} \mathrm{~s}^{-1}$,

$$
\begin{equation*}
\omega_{f} \equiv \frac{\omega_{0,6}+\omega_{0,7}}{2}=2.965 \times 10^{6} \mathrm{~s}^{-1} \tag{35}
\end{equation*}
$$

The phase velocity $v_{p h}(\equiv \omega / k) \cong 2 \times 10^{6} \mathrm{~m} / \mathrm{s}$ is much smaller than the speed of light in vacuum. An appropriate plasma medium is needed for that, which we do not discuss here. For that phase velocity,
the wave magnetic field is $B_{1}=2.5 \times 10^{-5} \mathrm{~T}$. It is shown in Fig. 2 that initially ${ }^{6} \mathrm{Li}^{+}$is accelerated to the right, while ${ }^{7} \mathrm{Li}^{+}$is accelerated to the left. In Fig. 2 shown are also the analytic approximate solutions, Eqs. (32) and (34), calculated for the wave parameters at $z=0$. The analytic solutions deviate from the numerical solution as the wave electric and magnetic fields change along the trajectories.

As the ions reach either $z=0.5$ or $z=-0.5 \mathrm{~m}(\lambda / 8=\pi / 4 k$ $=0.5 \mathrm{~m}$ ), the direction of the force is reversed. Accordingly, the two


FIG. 2. ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$axial velocities along $z$, under the fields of Fig. 1: $\omega=\omega_{f}=\left(\omega_{0,6}+\omega_{0,7}\right) / 2$. The particles perform periodic orbits in opposite directions. The analytic calculations describe well the ions motion at earlier times. Collisions, self-fields, and radial gradients are neglected in all the calculations.
ions each perform periodic orbits. The force reversal occurs when either the wave electric field or wave magnetic field changes its sign, at the node of either of them. We will later examine the periodic motion of the ions around the wave magnetic field node. However, for mass separation it is desirable to collect the ions at the end of uni-directional acceleration, at either node, here at $z= \pm 0.5 \mathrm{~m}$.

Figure 3 shows the trajectories of the two lithium isotopes from $z=0$ until they reach the wave nodes either at $z=0.5$ or $z=-0.5 \mathrm{~m}$. The radial excursion of the ions along their trajectory is few mm only.

## A. Implementation for mass separation

In order to achieve high throughput, the process of mass separation has to be realized in a plasma. The plasma is also a medium appropriate to support waves with a low phase velocity (probably the shear-Alfvén wave). Ways to introduce appropriate electromagnetic fields into the plasma have to be employed. In addition to this challenge, electrostatic space-charge fields of the plasma that also affect the plasma dynamics have to be considered. Collisions, plasma pressure, and self-fields of the plasma may blur the effect and weaken the mass separation process. Some of these effects probably interfere with processes that are used in other methods, such as the ICR, that is nevertheless successful in demonstrating mass separation. ${ }^{24-28}$ The ICR has a clear advantage relative to the ponderomotive force in that it relies on a process that is first order in the wave field (the magnetic field of the wave does not play any role in the ICR). The ponderomotive force is second order in the wave fields-it is proportional to the product of the wave electric and magnetic fields. The ponderomotive force is, therefore, weaker, the ions gain a low velocity in this configuration, and the process is more vulnerable to the effects mentioned above.

A requirement that is common to both methods for mass separation, ICR and the ponderomotive force, is that the steady magnetic field is uniform and that the wave frequency is accurately close to the cyclotron frequency. In the ICR method, the wave frequency and the magnetic field intensity should be arranged with sufficient accuracy so that one of the two ions to be separated only be heated. When the ponderomotive force is used, both ions could be close to the resonance, because the resonance affect both in the desirable way, pushing them in opposite directions.

Another important issue is the collection of the separated ions. When ICR is used, all ions flow in the same direction and the separation is realized by collecting specifically the resonant ion species which acquires a large perpendicular velocity. In contrast, the process studied here has the advantage that the separated ions are pushed by the ponderomotive force in opposite directions, thus the ions are separated in space. The pushed ions should be collected at the wave nodes. The collection at the wave electric node can be made by placing a reflecting metal surface there. The metal surface reflects the electromagnetic wave, and the electric node is formed naturally. ${ }^{7} \mathrm{Li}^{+}$ions in our example can be collected by the reflecting surface, which is at the wave electric node. More difficult is collecting the light ions, ${ }^{6} \mathrm{Li}^{+}$in our case, at the magnetic node. The positioning of an appropriate antenna and a collecting surface, so that they do not interfere, is the challenge here. This difficulty motivated us to examine the ion dynamics near the wave magnetic node.

In summary, the main advantage of ICR relative to the ponderomotive force for mass separation is that ICR is first order in the wave fields, while the ponderomotive force is second-order in the wave fields. Therefore, the ponderomotive force is weaker. The advantage of the ponderomotive force is that it separates ions in space and it does not rely on the difference in energy between ions. The challenge is to devise a configuration in which the ponderomotive force is larger, so that the separation effect is not blurred by other effects.

In Sec. IV, we examine the effect of the proximity to the cyclotron resonance on the axial velocity that is reached at the wave magnetic field node.

## IV. THE AXIAL VELOCITY AND THE PROXIMITY TO THE CYCLOTRON RESONANCE

We calculate here the axial velocity $v_{z}$ of ${ }^{6} \mathrm{Li}^{+}$ion that is released at rest at $z=0$, upon reaching for the first time the wave magnetic field node at $z=0.5 \mathrm{~m}$, for different values of $\omega$ at the neighborhood of $\omega_{0,6}$. Except for $\omega$, which is varied, all the parameters are as in Sec. III. The ion motion of a cyclotron frequency smaller than the wave frequency near the wave electric node (here ${ }^{7} \mathrm{Li}^{+}$ion axial velocity at $z=-0.5 \mathrm{~m}$ ) will be examined in a future study.


FIG. 3. ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$trajectories under the fields of Fig. 1 and with $\omega=\omega_{f}$.


FIG. 4. The axial velocity of ${ }^{6} \mathrm{Li}^{+}$that is released at rest at $z=0$ when it reaches for the first time the wave magnetic node at $z=0.5 \mathrm{~m}$, as a function of $\ln (\epsilon)$; $\epsilon=\omega_{0,6} / \omega-1$. The numerical solution of Eq. (29) is shown in red, the approximate solution [Eq. (48)] in green, and the approximate solution [Eq. (53)] in blue. Also shown are the locations of $\epsilon_{1}, \epsilon_{2}$, and $\epsilon_{\max }$.

Figure 4 shows the axial velocity $v_{z}$ of ${ }^{6} \mathrm{Li}^{+}$ion that is released at rest at $z=0$, upon reaching the wave magnetic field node at $z=0.5 \mathrm{~m}$, as a function of $\ln \epsilon$, where

$$
\begin{equation*}
\epsilon \equiv \frac{\omega_{0,6}}{\omega}-1 \tag{36}
\end{equation*}
$$

The nonmonotonic red line shows the results of a numerical solution of Eq. (29). On the right side of the figure, $\epsilon$ is larger, while on the left side of the figure, $\epsilon$ is smaller. It is seen in the figure that as $\omega$ gets closer to the resonance ( $\epsilon$ gets smaller), the axial velocity $v_{z}$ at the node becomes larger, and reaches a maximal value ( $v_{z, \max } \cong 4500 \mathrm{~m} / \mathrm{s}$ ) at $\epsilon=\epsilon_{\text {max }}$ $\cong 0.003\left(\omega \cong 3.183 \times 10^{6} \mathrm{~s}^{-1}\right)$. When $\omega$ is closer to the resonance, $\epsilon$ gets further smaller, $v_{z}$ at the node becomes smaller, reaching zero at resonance ( $v_{z}=0$ at $\epsilon=0$ ). As mentioned above, we note that in practice it is hard to maintain either $\omega$ or $B_{0}$ to such accuracy, so that $\epsilon$ is controlled, but we nevertheless study this dependence, for its interest as basic physics. We also note that the results here are valid for ions which start their motion at $z=0$. The behavior of ions which start their motion at other axial locations between the same magnetic and electric nodes ( $z=0.5$ and $z=-0.5 \mathrm{~m}$ ) is expected to be qualitatively similar.

In order to understand the dependence shown in Fig. 4, we examine Eq. (29). We first assume that

$$
\left(\omega_{0,6}-\omega\right) v_{\|} \gg \sqrt{2} \omega_{10} \cos (k z+\pi / 4) v_{z}
$$

so that we neglect the third term on the left side of the first of Eqs. (29). This is equivalent to approximating

$$
\begin{equation*}
\Omega=\left|\omega_{0}-\omega\right|=\epsilon \omega, \tag{37}
\end{equation*}
$$

in Eq. (32). The equations for $v_{\perp}$ and $v_{\|}$are combined to

$$
\begin{equation*}
\frac{d\left(v_{\perp}+i v_{\|}\right)}{d t}+i \epsilon \omega\left(v_{\perp}+i v_{\|}\right)=i \sqrt{2} a_{0} \sin (k z+\pi / 4) \tag{38}
\end{equation*}
$$

the solution of which is

$$
\begin{equation*}
v_{\perp}+i v_{\|}=i \sqrt{2} a_{0} \int_{0}^{t} \exp \left[i \epsilon \omega\left(t^{\prime}-t\right)\right] \sin \left[k z\left(t^{\prime}\right)+\pi / 4\right] d t^{\prime} \tag{39}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
v_{\perp}=\sqrt{2} a_{0} \int_{0}^{t} \sin \left[\epsilon \omega\left(t-t^{\prime}\right)\right] \sin \left[k z\left(t^{\prime}\right)+\pi / 4\right] d t^{\prime} \tag{40}
\end{equation*}
$$

Integration by parts yields

$$
\begin{align*}
v_{\perp}= & \frac{\sqrt{2} v_{q}}{\epsilon}\{\sin [k z(t)+\pi / 4]-\sin (\pi / 4) \cos (i \epsilon \omega t) \\
& \left.+\int_{0}^{t} \cos \left[i \epsilon \omega\left(t-t^{\prime}\right)\right] k v_{z}\left(t^{\prime}\right) \cos \left[k z\left(t^{\prime}\right)+\pi / 4\right] d t^{\prime}\right\} \tag{41}
\end{align*}
$$

Here,

$$
\begin{equation*}
v_{q} \equiv \frac{a_{0}}{\omega} \tag{42}
\end{equation*}
$$

is the quiver velocity. For our choice of parameters, the quiver velocity near the ${ }^{6} \mathrm{Li}^{+}$cyclotron resonance is $v_{q} \cong 250 \mathrm{~m} / \mathrm{s}$.

We now discuss separately the cases in which the oscillatory part in the expression for $v_{\perp}$ can and cannot be neglected.

## A. The ponderomotive potential regime

Let us assume that the transit time, the time $t(z=\pi / 4 k)$ it takes for the ion to reach the node at $z=\lambda / 8=\pi / 4 k$, satisfies

$$
\begin{equation*}
\epsilon \omega t(z=\pi / 4 k)>2 \pi \tag{43}
\end{equation*}
$$

This regime is characterized by a long-enough transit time $[t(z=\pi / 4 k)]$. We then neglect the oscillating-in-time terms, so that

$$
\begin{equation*}
v_{\perp}=\frac{\sqrt{2}}{\epsilon} v_{q} \sin [k z(t)+\pi / 4] \tag{44}
\end{equation*}
$$

Note that $v_{\perp}$, as expressed in (44), is the average value of the oscillatory solution.

From Eq. (29), we find that

$$
\frac{d v_{z}}{d t}-\frac{v_{q^{2}}}{\epsilon} \frac{d}{d z}\left[\sin ^{2}(k z+\pi / 4)\right]=0
$$

where $\omega_{10}=(k / \omega) a_{0}$ [Eq. (30)] is used. We can define in this regime the ponderomotive force exerted by the standing wave as the gradient of a ponderomotive potential, ${ }^{29}$ a form that is valid not too close to the cyclotron resonance. In our formalism, we define the ponderomotive force $f_{p m, 6}$ and the associated ponderomotive potential $\varphi_{p m, 6}$ as

$$
\begin{gather*}
f_{p m, 6} \equiv-\frac{\partial}{\partial z} \varphi_{p m, 6} \\
\varphi_{p m, 6} \equiv-\frac{m v_{q}^{2}}{2 \epsilon}\left[\sin ^{2}(k z+\pi / 4)-0.5\right]=-\frac{m v_{q}^{2}}{2 \epsilon} \sin (2 k z) \tag{45}
\end{gather*}
$$

We chose the ponderomotive potential to be zero at $z=0$. With the relation $d / d t=v_{z} d / d z$, the ion axial kinetic energy, $E_{K z, 6} \equiv m v_{z, 6}^{2} / 2$, should satisfy

$$
\begin{equation*}
E_{K z, 6}+\varphi_{p m, 6}=\text { const. } \tag{46}
\end{equation*}
$$

Since we assume that the axial velocity at $z=0$ is zero, the axial velocity satisfies

$$
\begin{equation*}
v_{z, 6}^{2}=\frac{v_{q}^{2}}{\epsilon} \sin (2 k z) \tag{47}
\end{equation*}
$$

The axial velocity at the node at $z=\lambda / 8=\pi / 4 k$ is

$$
\begin{equation*}
v_{z, 6}\left(z=\frac{\pi}{4 k}\right)=\frac{v_{q}}{\sqrt{\epsilon}} \tag{48}
\end{equation*}
$$

The green line in Fig. 4 shows the expression in (48). It is a good approximation for the larger values of $\epsilon$ to the red line that shows $v_{z, 6}(z=\pi / 4 k)$ as the numerical solution of Eq. (29).

The time it takes for the ion to reach the node is found to be

$$
\omega t(z=\pi / 4 k)=\frac{1}{2} \frac{v_{p h}}{v_{q}} \sqrt{\epsilon} \int_{0}^{\pi / 2} \frac{d s}{\sqrt{\sin s}}=1.31 \frac{v_{p h}}{v_{q}} \sqrt{\epsilon}
$$

The requirement that the oscillatory term can be neglected, Eq. (43), becomes, in terms of $\epsilon$

$$
\begin{equation*}
\epsilon>\epsilon_{1} \equiv 2.84\left(\frac{v_{q}}{v_{p h}}\right)^{2 / 3} \tag{49}
\end{equation*}
$$

For our parameters

$$
\begin{equation*}
\epsilon_{1}=0.007, \quad \ln \left(\epsilon_{1}\right)=-5 \tag{50}
\end{equation*}
$$

Indeed, in Fig. 4, the green line deviates from the numerical calculation when $\epsilon \cong \epsilon_{1}$.

We note that using Eq. (32), we can obtain an expression for $v_{z, 6}^{2}(z=\pi / 4 k)$, which is a good approximation to Eq. (48). For that, we neglect the oscillatory term in the expression for $v_{z}$ in Eq. (32), assuming that $\Omega \cong \epsilon \omega$ and $\Omega t \cong \epsilon \omega t(z=\pi / 4 k)>2 \pi$, so that Eq. (43) holds. Equation (32) expresses a constant axial acceleration. The
value of $v_{z .6}(z=\pi / 4 k)$ is then found to be $\sqrt{\pi / 2}$ larger than in Eq. (48), the overestimate is due to the neglect of the spatial dependence of the wave fields.

## B. The non-conservative regime

We turn to the case of smaller $\epsilon$, in order to understand the decrease in $v_{z}(z=\pi / 4 k)$ when $\epsilon$ decreases, as seen on the left side of Fig. 4. We discuss here the velocity of ${ }^{6} \mathrm{Li}^{+}$only. When $\epsilon$ is small enough, the oscillatory-in-time term in Eq. (41) cannot be neglected. The approximate expression (48) does not hold any more. Instead, we use the spatially independent expression for $v_{z}$ in Eq. (32) where now we approximate

$$
\begin{equation*}
\Omega t \ll 1, \quad \Omega t-\sin (\Omega t) \cong \frac{1}{6}(\Omega t)^{3} ; \quad v_{z}=\epsilon b \frac{v_{q}^{2}}{6 v_{p h}} \tau^{3} ; \quad \tau \equiv \omega t \tag{51}
\end{equation*}
$$

Again, we substituted $\omega_{10}=a_{0} / v_{p h}\left(v_{p h}=\omega / k\right)$. We often use the dimensionless time, $\tau \equiv \omega t$, in the expressions and also in the figures. We added a numerical factor $b$ to compensate for the spatially varying wave fields. The time it takes for a particle to reach $z$ is $t=\left[24 z v_{p h} / b v_{q}^{2} \omega^{3} \epsilon\right]^{1 / 4}$, so that at the node, at $z=\pi / 4 k$, the time is

$$
\begin{equation*}
\tau=\left(\frac{v_{p h}}{v_{q}}\right)^{1 / 2}\left(\frac{6 \pi}{b \epsilon}\right)^{1 / 4} \tag{52}
\end{equation*}
$$

From Eqs. (51) and (52), we find that at the node $(z=\pi / 4 k)$, the velocity is

$$
\begin{equation*}
v_{z}=\left(\frac{b \pi^{3}}{6}\right)^{1 / 4}\left(v_{q} v_{p h}\right)^{1 / 2} \epsilon^{1 / 4} \tag{53}
\end{equation*}
$$

When we choose $b^{1 / 4}=0.7$, the approximate expression denoted in Fig. 4 by the blue line agrees well with the numerical solution denoted by the red line for

$$
\begin{equation*}
\epsilon \tau(z=\pi / 4 k)<\frac{\pi}{4} \tag{54}
\end{equation*}
$$

The non-conservative regime is characterized by a short (here normalized) transit time. Using Eq. (52), we obtain the condition

$$
\begin{equation*}
\epsilon<\epsilon_{2}=\frac{(\pi / 4)^{4 / 3} b^{1 / 3}}{(6 \pi)^{1 / 3}}\left(\frac{v_{q}}{v_{p h}}\right)^{2 / 3} \tag{55}
\end{equation*}
$$

For the parameters in Fig. 4,

$$
\begin{equation*}
\epsilon_{2}=4.2 \times 10^{-4}, \quad \ln \left(\epsilon_{2}\right)=-7.8 \tag{56}
\end{equation*}
$$

These limiting values $\epsilon_{1}$ and $\epsilon_{2}$ for the two approximate regimes are denoted in Fig. 4.

## C. Estimate of the maximal velocity

The maximal velocity can be roughly estimated by the value of the velocity at the intersection of the green and the blue lines expressing Eqs. (48) and (53). Equating these two expressions, we find $\epsilon_{\max }$, the approximate value of $\epsilon$ at which the axial velocity is maximal, and the approximated maximal velocity as

$$
\begin{gather*}
\epsilon_{\max }=\frac{1}{b^{1 / 3}}\left(\frac{6}{\pi^{3}}\right)^{1 / 3}\left(\frac{v_{q}}{v_{p h}}\right)^{2 / 3}=0.0023, \quad \ln \left(\epsilon_{\max }\right)=-6.1 \\
v_{z, \max }=b^{1 / 6}\left(\frac{\pi^{3}}{6}\right)^{1 / 6}\left(v_{q}^{2} v_{p h}\right)^{1 / 3}=5180 \mathrm{~ms}^{-1} \tag{57}
\end{gather*}
$$

The velocity calculated within this approximation is larger than the velocity $4500 \mathrm{~ms}^{-1}$ that is found numerically.

## V. OSCILLATORY SOLUTIONS

Ions that cross the nodes at $z= \pm \pi / 4 k= \pm 0.5 \mathrm{~m}$ feel a force that opposes their motion, thus the ions exhibit an oscillatory motion around the node. We treat separately the ponderomotive potential regime and the non-conservative regime.

## A. The ponderomotive potential regime

We analyze the case of $\omega=\omega_{f}$ [Eq. (35)], for which $\epsilon=0.077$, so that the conditions for the case addressed in Sec. IV A hold, for both ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$. The ponderomotive force and the ponderomotive potential for ${ }^{7} \mathrm{Li}^{+}$are written, similarly to Eq. (45), as

$$
\begin{gather*}
f_{p m, 7} \equiv-\frac{\partial}{\partial z} \varphi_{p m, 7}  \tag{58}\\
\varphi_{p m, 7} \equiv-\frac{m a_{0}^{2}}{\omega\left(\omega_{0,7}-\omega\right)}\left[\sin ^{2}(k z+\pi / 4)-0.5\right]=\frac{m v_{q}^{2}}{2 \epsilon} \sin (2 k z)
\end{gather*}
$$

When $\omega=\omega_{f}$, we obtain $\omega_{0,7}-\omega=\omega-\omega_{0,6}=-\epsilon$.
Figure 5 shows the ponderomotive potential, the axial kinetic energy, and their sum for the two ions, ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$, when $\omega=\omega_{f}$. We note that $\varphi_{p m}$ is different for the two ions. The frequency is far enough from the cyclotron frequency, and, indeed, as is seen in the
figure, energy is conserved for the two ions, in the context of Eq. (46) being satisfied.

## B. The non-conservative regime

The non-conservative mode is studied, as earlier, for the velocity of ${ }^{6} \mathrm{Li}^{+}$only while this ion moves toward and oscillates around the wave magnetic node. We examine the oscillatory solutions for $\epsilon<\epsilon_{2}$, and, for the numerical calculation, we choose $\epsilon=10^{-5}$. Practically, it is difficult to maintain either the steady magnetic field or the wave frequency uniform to such accuracy. In Eq. (29), we again neglect the term $\sqrt{2} \omega_{10} \cos (k z+\pi / 4) v_{z}$ in the equation for $v_{\perp}$. At the neighborhood of the node, $z \simeq \pi / 4 k$, we approximate

$$
\begin{equation*}
\sin (k z+\pi / 4) \simeq 1, \quad \cos (k z+\pi / 4) \simeq-k \xi, \quad \xi \equiv z-\frac{\pi}{4 k} \tag{59}
\end{equation*}
$$

where

$$
\begin{equation*}
|\xi| \ll \frac{\pi}{4 k} \tag{60}
\end{equation*}
$$

The approximated equations are

$$
\begin{gather*}
\frac{d v_{\perp}}{d \tau}-\epsilon v_{\|}=0, \quad \frac{d v_{\|}}{d \tau}+\epsilon v_{\perp}=\sqrt{2} v_{q} \\
\frac{d v_{z}}{d \tau}+\sqrt{2} \frac{v_{q}}{v_{p h}} k \xi v_{\perp}=0, \quad \frac{d(k \xi)}{d \tau}=\frac{v_{z}}{v_{p h}} \tag{61}
\end{gather*}
$$

The perpendicular velocity is expected to grow-in-time to much larger values than its initial values while the particle first crosses the wave magnetic node. We, therefore, approximate $v_{\perp}(0) \cong 0, v_{\|}(0) \cong 0$, and obtain

$$
\begin{equation*}
v_{\perp}=\frac{\sqrt{2} v_{q}}{\epsilon}[1-\cos (\epsilon \tau)] ; \quad v_{\|}=\frac{\sqrt{2} v_{q}}{\epsilon} \sin (\epsilon \tau) \tag{62}
\end{equation*}
$$



FIG. 5. The axial kinetic energy, the ponderomotive potential, and their sum, the total energy, for ${ }^{6} \mathrm{Li}^{+}$and ${ }^{7} \mathrm{Li}^{+}$under the fields of Fig. $1, \omega=\omega_{f}(\epsilon=0.077)$. The sum is constant expressing energy conservation during the periodic motion.

The numerically calculated velocities are very close to the expressions (62). The total perpendicular velocity is

$$
\begin{equation*}
\sqrt{v_{\perp}^{2}+v_{\|}^{2}}=\frac{2 v_{q}}{\epsilon} \sqrt{1-\cos (\epsilon \tau)} \leq \frac{2 \sqrt{2} v_{q}}{\epsilon} . \tag{63}
\end{equation*}
$$

Using the expression for $v_{\perp}$, we write the equation for the axial motion

$$
\begin{equation*}
\frac{d^{2} \xi}{d \tau^{2}}+\frac{2 v_{q}^{2}}{v_{p h}^{2} \epsilon}[1-\cos (\epsilon \tau)] \xi=0 . \tag{64}
\end{equation*}
$$

This equation can be cast in the standard form of the Mathieu equation (Ref. 37, p. 175)

$$
\begin{equation*}
\frac{d^{2} \xi}{d x^{2}}+[\tilde{a}-2 \theta \cos (2 x)] \xi=0 \tag{65}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{a} \equiv \frac{8 v_{q}^{2}}{v_{p h}^{2} \epsilon^{3}}, \quad \theta \equiv \frac{\tilde{a}}{2}, \quad x \equiv \frac{\epsilon \tau}{2} . \tag{66}
\end{equation*}
$$

Equation (64) describes an oscillator with a periodically changing frequency, such as a LC circuit with a periodically changing capacitance. The time-dependent oscillation frequency is

$$
\begin{equation*}
\omega_{o s c}^{2}=\omega^{2} \frac{2 v_{q}^{2}}{v_{p h}^{2} \epsilon}[1-\cos (\epsilon \tau)], \tag{67}
\end{equation*}
$$

and the maximal frequency is

$$
\begin{equation*}
\frac{\omega_{o s c, \max }}{\omega}=\frac{2 v_{q}}{v_{p h} \sqrt{\epsilon}}=0.079 . \tag{68}
\end{equation*}
$$

The numerical value in Eq. (68) is obtained for our choice of parameter values as mentioned above. Equation (64) exhibits parametric oscillations
when the difference between the cyclotron frequency and the wave frequency is close to the maximal oscillation frequency (67). Then $\epsilon$ is approximately $\epsilon_{\max }$ (57). This case will be addressed in a future study.

Figure 6 shows $z$ and Fig. 7 shows $v_{z}$ as functions of $\tau$, as solutions of Eq. (29). The evolution is similar to that exhibited by the solution of the Mathieu equation [Eq. (64)] and by the approximate expression (62). The amplitude of the oscillations around the node first decreases, accompanied by an increasing oscillation frequency and increasing both perpendicular velocity and axial velocity (while crossing the node). At each of the necks in Fig. $6, \omega_{o s c}, v_{\perp}, v_{\|}$, and $v_{z}(z=\pi / 4 k)$ are maximal. After reaching a minimum, as time passes, the amplitude of the oscillations grows while the oscillation frequency decreases, following a decrease in all velocity components. When the oscillation frequency is zero $[\cos (\epsilon \tau)=1$ ], the axial excursion is maximal, as expressed by the peaks in Fig. 6. There is a series of alternating maxima and minima of the oscillation amplitude and of the velocities with a time period,

$$
\begin{equation*}
\tau_{p}=\frac{2 \pi}{\epsilon}=2 \pi \times 10^{5} . \tag{69}
\end{equation*}
$$

The time period between successive maximal axial excursions is

$$
\Delta \tau=\frac{\pi}{\epsilon}=10^{5} \pi
$$

as is also seen in Fig. 6. Figures 8 and 9 show, respectively, the oscillations in time of $v_{\perp}$ and of $v_{\|}$, obtained as solutions of Eq. (29), which are in good agreement with (62).

We now examine the dynamics for

$$
\begin{equation*}
\tau \ll \frac{\pi}{2 \epsilon} \Rightarrow \frac{d^{2} \xi}{d \tau^{2}}+\frac{v_{q}^{2} \epsilon}{v_{p h}^{2}} \tau^{2} \xi=0 . \tag{70}
\end{equation*}
$$

As noted above, this is an equation for an oscillator of an increasing-in-time spring constant. It also describes a decreasing-in-time


FIG. 6. ${ }^{6} \mathrm{Li}^{+}$axial trajectory, $z$ vs $\tau$, under the fields of Fig. 1 for $\epsilon=10^{-5}$.


FIG. 7. ${ }^{6} \mathrm{Li}^{+}$axial velocity, $v_{z}$ vs $\tau$, under the fields of Fig. 1 for $\epsilon=10^{-5}$.
capacitance in an LC circuit, for example, by enlarging the distance between the capacitor plates by exerting a constant force. The equation is transformed into

$$
\begin{equation*}
\frac{d^{2} \xi}{d s^{2}}+\left(\frac{s^{2}}{4}-p\right) \xi=0 \tag{71}
\end{equation*}
$$

where


FIG. 8. ${ }^{6} \mathrm{Li}^{+}$perpendicular velocity, $v_{\perp}$ vs $\tau$, under the fields of Fig. 1 for $\epsilon=10^{-5}$


FIG. 9. ${ }^{6} \mathrm{Li}^{+}$perpendicular velocity, $v_{\|}$vs $\tau$, under the fields of Fig. 1 for $\epsilon=10^{-5}$.

Equation (71) is Weber's equation (Ref. 37, p. 159). Two independent solutions are ${ }^{38}$

$$
\begin{equation*}
\xi_{1}=\exp \left(-\frac{i s^{2}}{4}\right) M\left(-\frac{i p}{2}+\frac{1}{4} ; \frac{1}{2} ; \frac{i s^{2}}{2}\right) \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi_{2}=s \exp \left(\frac{1}{4} i \pi\right) \exp \left(-\frac{i s^{2}}{4}\right) M\left(-\frac{i p}{2}+\frac{3}{4} ; \frac{3}{2} ; \frac{i s^{2}}{2}\right) \tag{75}
\end{equation*}
$$

where $M(a, b, z)$ is the confluent hypergeometric function. We have constructed a solution that is a linear sum of the solutions (74) and (75),

$$
\begin{equation*}
\xi(s)=c_{1} \xi_{1}(s)+c_{2} \xi_{2}(s) \tag{76}
\end{equation*}
$$

The coefficients $c_{1}$ and $c_{2}$ were determined by matching the expression (76) to the numerical solution of Eq. (29) (for $\epsilon=10^{-5}$ ) at two neighboring values of $s\left(v_{\perp 0}\right.$, and $v_{\| 0}$ were taken as the values of the numerical solution at the smaller $s$ of the two). The two $s$ values, at which the matching was done, were at $z$ values at which the linear approximation


FIG. 10. ${ }^{6} \mathrm{Li}^{+}$axial trajectory, $z$ vs $\tau$, under the fields of Fig. 1 for $\epsilon=10^{-5}$. Comparison of the numerical solution (29) with the analytical solution (76) of Weber's equation (71).
(59) held. Figure 10 shows $z$ vs $\tau$ for both analytical solution (76) and numerical solution of Eq. (29). It is seen that for $\tau \ll \pi / 2 \epsilon$, the regime of validity of Weber's equation, the two solutions agree very well. The asymptotic expression for $\xi$ [Eq. (76)] in this regime $\xi \sim \exp \left(i s^{2} / 4\right)$ expresses oscillations with a frequency increasing linearly in time, corresponding to $\omega_{o s c}^{2} \sim \tau^{2}$ in this regime [Eqs. (67) and (70)].

## VI. SUMMARY

We have analyzed the ponderomotive force exerted by planar standing electromagnetic waves on ions that their cyclotron frequencies are close to the wave frequency. The direction of pushing along the magnetic field was shown to depend on the ion mass through the cyclotron frequency, allowing mass separation. We first used a simplified analytical single-particle analysis to clarify the mechanism of axial pushing. The analytic calculations were supported by numerical solutions of the equations of motion. It was shown that ions with a cyclotron frequency higher than the wave frequency are pushed to and oscillate around the wave magnetic node, while ions of a cyclotron frequency lower than the wave frequency are pushed toward and oscillate around the wave electric node. A detailed analysis was performed for the ion dynamics at the neighborhood of the wave magnetic node.

The ponderomotive force, being second order in the wave fields, is weak when an electromagnetic wave is used, since the wave magnetic field is weak. This makes the process weaker than other separation processes that use electromagnetic waves, such as ICR, which is first order in the wave fields. In the future, other configurations will be examined, in which the ponderomotive force is larger, so that the process is less vulnerable to collisions and plasma space-charge fields.
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